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Abstract 

An analysis of charged particle distributions in jets has been performed 

for dijet and photon+jet events from fi collisions at J&1.8 TeV in the Col- 

lider Detector at Fermilab(CDF). The resulting distributions are compared with 

those from the QCD inspired Monte Carlo programs, HERWIG and PYTHIA. 

The gluon fractions of the CDF jet samples are estimated from charged parti- 

cle multiplicities, and from a likelihood function obtained with the two Monte 

Carlo programs. This comparison yields the result that jets in the dijet process 

are gluon rich, while jets recoiling against photons are quark rich. This result 

is consistent with the QCD predictions for the sub-process cross sections. 
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1 Introduction 

The difference between quark-initiated and gluon-initiated jets is a subject of long- 

standing interest [l-9]. Th ere have been some positive reports for these differences 

[l-4,6], but so far th e overall results are not conclusive. Recently, jets with high trans- 

verse momenta have been produced copiously at the Tevatron collider at fi =1.8 TeV 

and observed with the CDF detector. The observed jets have high charge multiplici- 

ties, and the statistical significance of quantities which characterize the hadronization 

of an individual jet are expected to be higher than those obtained in preceding exper- 

iments. The higher energies of jets observed at CDF allow a more precise definition 

of fragmentation quantities and the use of different quark/gluon tagging methods 

provides a complementary approach to tests at e+e- colliders. 

To examine the differences between quark and gluon jets, one must obtain quark- 

enriched and gluon-enriched samples, or know the ratio of gluons to quarks in the 

samples. Here we review methods which have been used in e+e- annihilation and 

pp collider experiments. The hadrons produced in a majority of e+e- annihilation 

events show a clear two-jet structure with a jet angular distribution consistent with 

the process e+e- -+ qq. In addition, a fraction of events show a three jet structure 

resulting from hard gluon radiation: e+e- + qijg. Some methods in efe- annihilation 

are based on these two samples, although details of the analysis are different. In the 

experiments JADE and TPC [l, 21, th e 1 owest energy jet in the three-jet event is 

tagged as a gluon jet and the other jets as quark jets. The AMY collaboration[3] 

defined the gluon jet in a three jet process such that it is opposite to the largest 

opening angle between the other two jets. The OPAL collaboration[4] used lepton 

tagging to identify a quark jet among two jets with lower energy in a three jet event. 

The remaining jet was regarded as a gluon jet. On the other hand, HRS, MARK-II 
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and TASS0 selected three-fold-symmetric three-jet events [5, 6, 71, in which all three 

jets had nearly equal energies, and compared these to dijet events. 

The HRS collaboration[5] compared the charged multiplicities of quark and gluon 

jets, and reported no differences within experimental errors: < n >9/< n >4 = 

1.29~~.~~ f 0.20. The Mark-II collaboration [S] studied the inclusive momentum spec- 

trum of particles and reported a softer fragmentation in gluon jets. In a similar study, 

the TASS0 collaboration[7], h owever, obtained a negative result, and pointed out that 

the Mark-II used different cuts on charged multiplicities for the 2 jet and the 3 jet 

events which possibly gave rise to the observed difference. The JADE collaboration[l] 

observed that gluon jets tend to carry a higher average transverse momentum than 

quark jets; < pi >s/< pr >2 = 1.16 f 0.02. Recently the AMY collaboration re- 

ported that the rapidity of the leading ( i.e. highest ET ) particle, the core energy 

fraction and the integrated energy-energy correlation indicates a softer fragmentation 

of gluons[3]. 

In hadron colliders, the UAl collaboration[8] exploited the difference in the kine- 

matical ranges occupied by quarks and gluons to perform a statistical separation of 

quark and gluon jets, and obtained a quark-enriched and a gluon-enriched sample of 

dijet events. Using these samples, they showed that quark jets have, on average, a 

harder fragmentation spectrum and a higher degree of collimation. They also gave 

a result on the average charge of jets, showing that gluon-enriched jets are neutral, 

whereas quark-enriched jets show a significant non-zero average charge. This UAl 

method cannot be used with CDF because gluon jets dominate in this energy scale 

( ET < 100 GeV ). 

Although QCD d escribes the jet production cross sections and jet axis angular 

distributions, the non-perturbative phase of jet development is very complex and the 



predictive power of QCD is still quite limited. 

Among the presently used phenomenological models for hadronization, the cluster 

[lo, 11, 121 and string [13] models with parton-shower scheme incorporate the concept 

of planar color flow. The differences in the color flow in the quark and gluon jets 

generate differences in their fragmentation distributions. In this analysis we use two 

Monte Carlo programs, PYTHIA version 5.6 [15, IS] and HERWIG version 5.6[14], 

which are based on the string and cluster models, respectively. 

For the study of the jet internal variables in this article, we use two sets of data 

which are expected from perturbative QCD to contain different fractions of quark 

and gluon jets. They are a) jets in the dijet process and b) jets associated with direct 

photons. The elementary processes involved in the dijet process are typical QCD 2 --f 

2 processes. The lowest order Feynman graphs for the process are shown in Fig. l(a). 

In the energy region we are dealing with in this paper, gluon jets are expected to 

dominate the final state. The Feynman graphs for the direct photon processes are 

shown in Fig. l(b). The Compton effect(gq + yq) gives the largest contribution to 

the direct photon process, hence the jets associated with direct photons are expected 

to be quark jet enriched. However, the experimental separation of a single photon 

from overlapping photons from x0 + 77 or 77 -+ -y-y or K,O + x”to decays can only 

be made statistically. Hence, the photon + jet data set generally includes a QCD 

background in which one gluon hadronizes into a hard neutral meson, r” or 77 or Kf. 

Jets from this process are expected to be more gluon rich than those from the direct 

photon process and therefore contribute an additional gluon jet background to the 

experimental signature. 

In Section 2, we describe how we selected events for the processes discussed above. 

Monte Carlo generation of simulated events is discussed in Section 3. The selection 



criteria of charged particles associated with jets are given in Section 4. Among other 

variables, the charged particle multiplicity of a jet is shown from the simulation to 

have a high separation power between quark and gluon jets. Section 5 is devoted 

to a comparison of observed multiplicities with those from the simulation for various 

processes. In Section 6, we describe a moment analysis of the jet fragmentation 

variables and discuss moment distributions in observed jets. To evaluate the gluon 

fraction in a given data set, we adopt the quark/gluon likelihood function obtained 

from the moment analysis. Application of the method to CDF data and comparison of 

results with quark/gluon fractions predicted from QCD cross sections for subprocesses 

are presented in Section 7. Separation of quark and gluon jets with multiplicity 

only and with different combinations of the jet fragmentation variables will also be 

discussed in this section. Section 8 is a summary of the results. 

2 Experimental Data Sets 

The CDF detector used during the 1988-89 run has been described in detail in 

ref. [17]. Taking the center of the detector as the origin, we define the Z-axis along 

the proton beam direction, X- and Y-axes as horizontal and vertical(up) directions, 

respectively. The polar and azimuthal angles are denoted by B and 4, respectively, 

and pseudo-rapidity, q, is defined as: 77 = - ln [tan (e/2)]. In this analysis, only jets 

reconstructed in the central calorimeters are used. There are two tracking chambers, 

the vertex time projection chambers and the central tracking chamber (CTC). The 

CTC fully covers 1~1 < 1.0, and has a transverse momentum resolution of Am/pi = 

0.0011 (GeV/c)-‘. Track-finding efficiency in the jet core ( i.e. for particles with 

rapidity w.r.t the jet axis greater than 2 ) was measured to be greater than 85% with 

an uncertainty of 7% [18]. Outside of the CTC are the central electromagnetic (CEM), 
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central hadronic and endwall hadronic calorimeters. These are arranged in projective 

towers of size A7 = 0.1 by A$ = 0.26. Proportional wire chambers with cathode strips 

perpendicular to the wires, termed the central strip chambers (CES), are embedded 

in the CEM at a depth of six radiation lengths, where the electromagnetic shower 

reaches its maximum. 

For this analysis, we selected data sets for the dijet and photon + jet processes 

obtained by CDF in jip collisions at fi =1.8 TeV with an integrated luminosity of 

4.2 pb-’ and 3.3 pb-‘, respectively. 

Dijet events at CDF are selected according to hardware trigger conditions[l9]. We 

have chosen two data subsets with ET thresholds of 20 GeV and 40 GeV, which were 

collected by triggers prescaled to accept 1 in 300 and 1 in 30 events, respectively. 

From perturbative &CD, one expects these samples to be gluon jet enriched. Jets are 

defined as energy clusters in the calorimeters found by using a fixed-cone algorithm 

[ZO] with a radius R = dA+ + A@ of 0.7. The momentum of a jet is defined by the 

sum of momentum vectors pointing to the center of the calorimeter towers within the 

cone. Thus the invariant mass of the jet is weII defined in the clustering aIgorithm. 

To avoid bias from jets near the trigger threshold, events are excluded if the leading 

jet had an ET below thresholds of 30 GeV and 50 GeV, respectively. We require 

the energy centroid of the leading and the next to leading jets to be in the central 

region, 0.1 <_ 171 5 0.7, and to be within 25” of back-to-back in 4 to enhance the dijet 

topology. It was also required that the event vertex, 2, satisfy the condition ]Z,] < 

60 cm. 

The second data set is a sample of photon +jet events[21]. Events are selected by 

requiring an isolated electromagnetic (EM) 1 t c us er and one jet opposite in 4 (A4 = 

180” f 25”) in the central region. An ET balance between the EM cluster and the 
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jet is required by the condition, 0.6 < E$m/ E,$ < 1.67. The photon identification 

requires the sharing of the lateral shower energy between CEM towers to be consistent 

with that for a photon or electron induced shower. Strip and wire clusters in CES are 

required to have approximately equal energies, and their cluster centroids should be 

well within the active region of the CES chamber. In addition, the ratio of hadron- 

to-EM cluster energy is required to be less than 0.05. Finally we require no tracks 

pointing at the towers in the cluster. 

The photon+jet events selected using the above criteria are expected to consist of 

both direct photon and aO(or 7 or Kf)+jet events. To differentiate a single photon 

from multiple photons from neutral mesons, we employ a x2 test for the lateral EM 

shower distributions at shower maximum as measured by wire and strip projections 

from the CES chambers [21,22]. R e f erence distributions are provided from a study of 

shower development using electrons as well as reconstructed p* -+ x*x0 and 9 + 77 

events. An example of x2 distributions for the 7+jet events is shown in Fig. 2 in 

comparison with 7r”+jet events obtained with ISAJET[23] and a Monte Carlo shower 

simulation. We generate two data sets, one with x2 < 4 labeled as “+‘+jet , and the 

other with 5 < x2 < 20 termed as “?r”‘+jet . A data set with x2 < 20 is labeled as 

“r/n’“+jet . An isolation requirement I = (Er(R = 0.7) - EF") /EfM 2 0.15 is 

also made for the “y”+jet sample. Here, EFM and ET(R = 0.7) are the transverse en- 

ergy of the EM cluster and the total transverse energy within a cone of radius R = 0.7 

centered on the EM cluster, respectively. On the other hand, y+jet ( x’+jet ) without 

“ n represents a pure data set of 7 ( A’ ) + jet events. From Fig. 2, the “y”+jet data 

set is estimated to include approximately 65% of 7tjet events, while the cy+jet event 

fraction in the “rr”‘+jet data set is about 35%. The 7 fraction in the “r”+jet sample 

or in the “x”“tjet sample, F’, is determined according to the method described in 
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ref. [2l] for x2 < 4 or 5 < x2 < 20, respectively, in each ET bin. 

The total number of jets in each of the data sets are listed in Table 1 as a function 

of jet ET. Trigger thresholds and different scale factors of data samples screen off the 

exponential decrease of the number of jets with ET. 

3 Monte Carlo Data Sets 

Monte Carlo data samples for gluon and quark jets in the dijet channel were 

generated as follows. We first produced quark and gluon jets in QCD 2 3 2 processes 

at J;; =1.8 TeV by using the event generators PYTHIA and HERWIG. We selected 

events with final states involving purely quarks( antiquarks ) or gluons (i.e. no qg ---) 

qg). The generated events were then processed through a detector simulation program 

which realistically reproduces the CDF detectors including track-finding inefficiency. 

The events were then reconstructed with the same fixed-cone clustering algorithm and 

the same dijet selection cuts used for the real data. Finally, the events were divided 

into eight samples, according to jet ET, with 10 GeV bins spanning 10 to 90 GeV. In 

each ET bin, approximately 6000 quark and 6000 gluon jets are retained. The number 

of jets in each 2 GeV bin was set to 1200 for each quark or gluon jets data so that the 

ET distribution is flat in each sample, which is close to the distribution of analyzed 

CDF data except for the lowest ET samples. We applied an additional cut of ET > 14 

GeV to the samples in order to avoid inconsistency in the ET distributions between 

Monte Carlo data and the CDF data, which is obvious at ET 5 14 GeV. Hence, the 

lowest ET samples ( ET = 14-20 GeV ) h ave 2000 jets in each 2 GeV bin, We shall 

call these gluon and quark sets “reference” sets. 

In the preceeding section, we indicated that the “y/xO”+jet data include neu- 

tral mesonstjet events. These events are considered to originate from the QCD 
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dijet process where an outgoing parton fragments into a leading neutral meson with 

a large momentum fraction z = (E(hud) t Pz(hud)) /(IE(par) t Pz(par)), where 

E(haW’z(had)) and E(par)(P~(par)) are the energy ( the longitudinal momentum 

) of the hadron( i.e. ?y” ) and the parent parton generated in the hard collisions. To 

simulate such events, we generated a large number of QCD dijet events with HER- 

WIG and created a set of events by applying, after a full detector simulation, the 

same cut conditions as to the “7/A”“+jet sample in the real data. By comparing the 

simulated EM clusters with mesons at the generator level, it was found that the A’, 

1 and Kt mesons with a momentum fraction z > 0.7 are dominant in this sample. 

4 Charged Particles Associated with Jets 

First, tracks with transverse momentum less than 0.4 GeV/c in the lab system were 

excluded as these low momentum tracks are curled and not reconstructed in the mag- 

netic field of 1.41 2’. Tracks associated with a jet were selected by requiring that the 

impact parameter relative to the event vertex should be less than 0.5 cm and the z po- 

sition of the track at the point of closest approach to the Z-axis should be within 60 cm 

of the center of the detector. Tracks inside a cone were selected if they had a minimum 

pseudorapidity with respect to the jet axis, r]T(truck) > 1.2, where ?p(truck) is de- 

fined as qT(truck) s $ [IP(track)l $ PL(truck)] / [IP(tmck)l - PL(tmck)]. P(tmck) 

and Pl;(tmck) are the track momentum and the longitudinal momentum along the 

jet axis in the lab system, respectively. An additional cut of IPL(truck)l 2 0.3 GeV/c 

was also applied to find tracks associate with the jet. 

Throughout this analysis, we treat jets in their rest frames which are defined 

by their 4-momenta as measured by the calorimeters. In the transformation of the 

momenta of charged particles from the laboratory to the jet rest frame, masses of all 
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charged particles are assumed to be equal to the pion mass. 

Because moments of the charged particle momentum are calculated in the jet rest 

frame, an ambiguity is introduced for the proper definition of the jet momenta since 

in the lab system there are soft particles which may belong either to the jet or to the 

underlying event. The soft particles do not give substantial effects in the determina- 

tion of the jet c.m. frame, but they acquire large backward momenta by the Lorentz 

boost to the jet cm. frame, giving non-trivial contributions to the jet momenta. To 

avoid this effect, we sum only over particles whose momenta lie in the angular range 

less than 135” from the forward jet axis in the jet cm. momentum space. In a simu- 

lation study using the PYTHIA generator, this cut eliminates approximately 60 % of 

particles from underlying events while keeping 90% of particles from hard collisions 

at ET = 30 -40 GeV. 

5 Charged Multiplicity in a Jet 

An observable that may carry information to identify a parton species is the particle 

multiplicity in a jet. The average multiplicity in a gluon jet is expected to be higher 

than that in a quark jet [24, 25, 26, 271. In the asymptotic limit, i.e. Q2 + 00, the 

ratio of multiplicities for quark and gluon jets is expected to be 

b>s CA g 
$&=G=4 (1) 

where CF and CA are the color factor and the number of colors (i.e., CF = 4/3, 

CA = 3 for QGD), respectively. The values of Q’ experimentally accessible are far 

from asymptotic [12], h ence agreement of Eq.(l) with experimental results is rather 

poor [l-8]. High er order calculations [28] result in smaller differences between quark 
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and gluon jets than Es.(l) predicts : 

where Nj is the number of flavors. On the other hand, an empirical equation was 

proposed by Webber in ref.1121, in which the correction magnitude is of order 6 

which is proportinal to (ln( E(jet)/AQcD))-i. 

Figures 3(a) w (f) show the distribution of charged multiplicity for both the Monte 

Carlo and CDF data. Entries with charged multiplicity less than 2 are excluded. In 

Figs. 3(a)-(d), hi t g s o rams with solid lines correspond to the Monte Carlo quark jet 

and those with dot-dashed lines to the Monte Carlo gluon jet. One observes that 

Monte Carlo quark jets have lower multiplicities than Monte Carlo gluon jets as was 

expected from the higher color charge of the gluon and the above predictions. The 

open circles in Figs. 3(a)-(b) h s ow the multiplicities in the CDF dijet data. These 

closely resemble the distributions from the Monte Carlo gluon jets. The open circles 

in Figs. 3(c)-(d) h s ow the multiplicity distribution for the CDF “+y”+jet events. The 

distributions are more quark-like than those for the dijet events. For completeness in 

Figs. 3(e)-(f), we compare CDF dijet and “7”tjet data directly. 

The charged multiplicities in the PYTHIA and CDF jets with multiplicities more 

than 1 are listed in Table 2 for the two processes in various ET ranges. The mean 

values of the charged multiplicity in CDF dijet data are larger than those in CDF 

“r”+jet data over all ET regions. This relative difference is close to that predicted 

between Monte Carlo gluon jets and quark jets. However, the CDF data lie systemat- 

ically higher than the Monte Carlo predictions for either hard scattering process. This 

difference is sensitive to the tracking efficiency and within the systematic uncertainty 

associated with this of 7 %, is not significant at ET > 30 GeV. 
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6 Moment Analysis of Fragmentation 

The charged multiplicity in a jet shows a clear statistical difference between quarks 

and gluons [l-8]. In the following analysis, however, we do not try to find ad hoc 

variables which are more sensitive than others for differences between the parton 

ancestors. Instead, we adopt a systematic approach of analyzing the momentum 

distribution (the fragmentation function) of charged particles in a jet by using the 

method of moment analysis [29, 301. Th is is motivated by the fact that a function 

(i.e. the momentum distribution function) of variables (i.e. the momenta of charged 

particles) can generally be expressed as a linear combination of its moments as defined 

by the Mellin transform. More terms of successively higher orders will reproduce the 

function more precisely. 

The variables chosen can be divided into two classes which we call the “mechanical 

moments” and the “electric moments”. The mechanical moments are the m-th power 

of the momentum, summed over all particles: C~.=l(k~.;/M)” and ~~z’=,(kTi/M)my 

where the term (ki/M)” represents the m-th power of the normalized momentum 

of the i-th charged particle, n is the total number of charged particles in a jet, and 

M is the invariant mass of the jet. The subscript L and T indicate the longitudi- 

nal and transverse momentum components to the jet axis, respectively. The other 

class, the electric moments, are the m-th power of the momentum multiplied by the 

electric charge of the particle and summed over all particles: CyZ1 Qi(kLi/M)“’ and 

X:=1 Qi(kTi/M)“, where Qi is the charge of the i-th particle. 

A set of 10 variables was chosen as follows : The moment variables of each track 

have four degrees of freedom, i.e. three degrees of freedom of the moments and one 

for the charge of a particle. The moment variables have another degree of freedom 

of the jet invariant mass M. Since we exclude jets with fewer than two charged 
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particles, the minimum number of degrees of freedom of the jet system is 2 x 4 + 1 

= 9. Eight moment variables were determined by considering the number of degrees 

of freedom and the symmetrical selection of moments in &L and kT, in “mechanical” 

and “electric” and in the degree of power( m = f2 ), which cancels out the individual 

discrepancy in each moment between the CDF data and the Monte Carlo data as seen 

in Section 7. The 0-th power of the mechanical moment is applied as the 9-th moment 

variable, which corresponds to the multiplicity of charged particles. In addition to 

these moments, we use another measure to distinguish quark and gluon jets ; the 

ratio of the electromagnetic calorimeter energy to the total calorimeter energy of a 

jet ( EM fraction ). The gluon jets and the CDF dijets have higher EM fractions 

than the quark jets; this is consistent with the fact that lower momentum particles 

deposit a high er average fractional energy in the EM calorimeter. These 10 variables 

are shown in Table 3. 

Figures 4(a) w (d) show logarithmic distributions of electric moments for the 

Monte Carlo and CDF jets in the ET range of 30 to 40 GeV. They are calculated 

from the transverse/longitudinal components of particle momenta. All distributions 

are normalized to unity. 

First, we discuss results for the Monte Carlo jets. As an example of moment 

distributions, we present the moment Q(kT/M)-” for Monte Carlo quark and gluon 

jets in Fig. 4(a). In this figure, gluon distributions shown by dashed lines peak at a 

larger value of the moment than the quark distributions shown by solid lines. On the 

other hand, distributions of Q(kT/hf)* h s ow opposite trends for Monte Carlo quark 

and gluon jets as shown in Fig. 4(b). Th is can be interpreted as gluon jets being 

“broader” than quark jets. The longitudinal moments Q(kL/M)-” and Q(k,/M)” 

are shown in Figs. 4(c) and (d), respectively. In these figures, the quark jets have 
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larger values of the positive power moments, and lower values of the negative power 

moments than gluon jets. This means that quark initiated jets are “harder” than 

gluon jets. The difference between quark jets and gluon jets is clearer in the negative 

power moments than in the positive ones. 

The moment distributions for CDF dijet data are also plotted for the electric mo- 

ments in Fig. 4 (a)-(d), respectively. In addition, the distributions of EM fraction 

are shown in Figs. 5 and the moment distributions in the higher ET range of 40 to 

50 GeV are shown in Figs. 6(a) N (d). In th ese figures, we observe that the negative 

(positive) power moment distributions for the CDF dijets are generally closer to those 

for Monte Carlo gluon (quark) jets than those expected from the QCD sub-process 

cross sections. This shows the disagreement in each moment distribution between 

CDF dijets and Monte Carlo jets. Since negative (positive) power moment distribu- 

tions emphasize the differences of soft (hard) components in momentum spectra of kT 

and /CL, this shows that the CDF dijets have longer tails than Monte Carlo generators 

in these moment distributions. This discrepancy between the CDF data and Monte 

Carlo jets is also discussed at the end of the next section. 

7 Gluon Fraction in Jet Samples 

Gluon &actions Evaluated from Sub-process Cross Sections Theoretical predictions 

for gluon fractions of jet samples can be estimated by evaluating the sub-process cross 

sections given by &CD. In the present analysis, we evaluate the theoretical gluon 

fraction by using the PYTHIA Monte Carlo program. For each specified process, the 

same kinematical cuts as applied to jets in the preceding sections were applied to 

quarks and gluons at the parton level. Results for the dijet and r(direct photon)+jet 

processes are shown in Fig. 7. In the 7+jet channel, the production cross section of 
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quark jets at low ET is expected to be about an order of magnitude larger than that 

of gluon jets, based on leading-order &CD. Inclusion of the photon bremsstrahlung 

process makes this prediction more uncertain, This process is not well understood 

and no attempt has been made to model it. When going to higher values of ET (e.g. 

80 GeV), the gluon fraction in the dijet events decreases from 80% to 70%, whereas 

in 7+jet events, it increases from 10% to 20%. 

To test our method, we also need to estimate the gluon fraction for n’+jet events 

expected from the sub-process cross section. The Monte Carlo events generated as 

described in Section 3 show that the gluon fraction for ?r’+jet events in the measured 

kinematical region is less than that for typical dijets by 5 - 10%. 

We estimate the gluon fraction of the “7”+jet and “n”‘+jet samples by evaluating 

sub-process cross sections, as follows. We denote the predicted gluon fraction for 

7+jet events by Fs(7 + jet), that for x’+jet events by J’~(A’ + jet) and the single 7 

fraction in the photon candidates by Fr(x2 < 4) as defined in Section 2. The gluon 

fraction in the mixed sample of “7”+jet events is then given by 

F,(“7” t jet) = Fg(7 $ jet) m F, $ Fg(7ro + jet) - (1 - F,) . (3) 

The gluon fraction in the “A”‘+jet events Fg(“xo” + jet) is obtained by substituting 

F-,(5 < x2 < 20) for F’(x* < 4) in Eq.(3). 

The resulting gluon fractions F’(“7” +jet) and Fs(“rr”’ + jet) are shown in Fig. 8 

as a function of jet ET. The values are evaluated only in the ET region below 40 GeV 

because at higher ET the experimental separation between single photons and x0’s is 

difbcult and Fr is unknown. 

Ghan B-actions by Moments/Likelihood Method The analysis in Section 6 show- 

ed that the moment distributions for CDF dijets are consistent with the expectation 

that gluon jets dominate in the kinematical range of interest. We now use the distri- 
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butions obtained from the fragmentation models PYTHIA and HERWIG to obtain 

estimates of the relative fraction of quarks and gluons in our data sample. For a given 

set of moments (zl, ,.., z,,) a log-likelihood for quark vs. gluon is defined as 

L(“1, .“, xn) ~ In PJxlr -**9 
1 

zn) 
P&t, “‘, 2n) 1 9 (4) 

where Pq(zi, . . . . 2,) and Pg(z:l ,..., 2”) are normalized distribution functions of vari- 

ables (zr, . . . . 2,) for the quark and gluon sets, respectively. 

The rigorous treatment of the likelihood defined by Eq.(4) requires enormous 

computer resources, since the correlations between all the variables must be used. In 

the present treatment, we make the following approximations: a log-likelihood Li(zi) 

given by a single moment 2; is defined by 

Li(ti) S In 
P,“‘( 2;) I 1 P,(‘)(Zi) ’ 

(5) 

where P,(“(zi) and P,(‘)(zi) are normalized distribution functions of 2; for the quark 

and gluon Monte Carlo data sets. A separation power of the individual variables can 

be defined as 

Ai 
4 = - - 

Ui ’ 

where Ai is the difference of the mean likelihood for the quark and gluon sets, 

and oi is the combined standard deviation for the two reference distributions (6; 

= &ug2 + q2)/2). If th e moments xi are mutually independent, we can define the 

global likelihood as the sum of the Li’s, while distributions of moments are actually 

correlated. For simplicity of the treatment, we take an equal-weighted sum, 

L’ = 2 Li (7) 
i=l 

as an effective likelihood parameter, which we call as the separation function. 
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The histogram of each moment is divided into 50 bins. A statistical error due to 

the limited number of Monte Carlo events is assigned to each bin, assuming Gaussian 

statistics. It should be noted that this kind of statistical error can be reduced by 

increasing the size of the Monte Carlo reference sample. As above, the error propa- 

gation for L’ is treated without correlation terms between different variables. Finally, 

we smooth the L’ distribution for the reference samples by assuming that L’ is dis- 

tributed as a Gaussian with the standard deviation BL~ which is the square-root of 

the quadratic sum of the statistical errors as discussed above. 

The separation powers of the individual moments are given by si of Eq.(6). The 

separation power for 10 variables at the ET range of 30-40 GeV are listed in Table 4 

for PYTHIA and HERWIG programs, respectively. We note that the multiplicity, 

the moment C( kTi/M)-2 and the longitudinal moments have large separation powers 

and that, in general, negative power moments are more effective for quark/gluon 

separation than positive power moments. Also, PYTHIA predicts relatively larger 

separation powers than HERWIG except for the 10th variable. 

The resulting separation function shows different distributions Q(L’) for quarks 

and G(L’) for gluons as presented in Figs. 9. The separation power obtained from 

the separation function is 0.85(PYTHIA) or 0.70(HERWIG) at ET = 30-40 GeV, 

showing an improvement over that of multiplicity, O.‘IO(PYTHIA) or 0.63(HERWIG) 

, in the same ET range. In these figures, the separation function distributions for the 

CDF dijet and “y”+jet events are also shown. 

When given a data set to analyze, we determine a quark vs. gluon likelihood for 

each jet in the sample. We evaluate the overall fraction of the gluon (or quark) jets 

included in a particular data sample as follows. The likelihood distribution for the 

19 



data set is fitted to a superposition of those for the two reference samples, 

Fj = XgGj + (1 - Xg)Qj. 

We find the coefficient, X,, which minimizes the chi-squared defined by 

Dj - (XgGj zj(l -Xg)Qj) 1 
2 . 

(8) 
(9) 

In Eqs. (8) and (9), Gj,Qj and Dj are probabilities for gluon, quark and analysis 

samples to take the j-th bin of the likelihood histograms, respectively. The dominant 

uncertainty for x2 comes from the statistical error for Dj, hence oj 2 ,,/m, where 

N is the number of jets in the analysis sample. 

We performed a Monte Carlo study to test the method of determination of gluon 

fractions by this moment/likelihood analysis. A total of 6000 jets for each of gluon 

and quark samples in the QCD dijet process were generated by HERWIG for every 

ET bin of the analysis. Subsets of 1000 jets in each ET range were extracted from 

both gluon and quark samples and samples of 1000 jets with known gluon fractions 

of O%, 25%,50%, 759' o and 100% were obtained. These samples were then analyzed 

using the remaining gluon and quark jets (5000 jets in each & bin) as the reference 

samples. 

Figure 10 shows x2 versus the fitting parameter X, in Eq. 8 for ET = 30-40 GeV. 

Curves correspond to the gluon fractions of the analyzed samples of O%, 25%, 50% 

75% and loo?’ o, respectively, from left to right. Errors in X, are determined by the 

condition x2 = x~i, + 1. The results are consistent with the input values within 3.3 % 

at ET = 30-40 GeV. When the selection of referenced and analyzed jets is changed, 

the values of X, at x~i” fluctuate around the input values by about the order of 

the evaluated errors. This result is consistent with the evaluated errors due to the 

statistics of the sample. 
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The gluon fractions of the Monte Carlo samples obtained by the method vs. the 

known input values are plotted in Fig. 11 for 20 < ET < 30 GeV, 30 < ET < 40 GeV, 

40 < ET < 50 GeV and 50 < ET < 60 GeV. The result indicates a consistency of 

the method. The corresponding analysis of the identical Monte Carlo data samples 

in which the gluon fraction is determined by a x2 fit to the particle multiplicity 

distribution, is shown in Fig. 12. The results are consistent with those obtained from 

the full likelihood analysis but with larger errors. 

Systematic uncertainties in the gluon fraction 

gluon fraction are estimated as follows. 

Systematic uncertainties in the 

There is an uncertainty related to the energy correction of a jet. The CDF stan- 

dard energy correction parameters[31] h ave been determined by Monte Carlo studies 

of the QCD dijet process in which gluon jets dominate. With Monte Carlo PYTHIA 

samples of quark and gluon jets, it was found that the energies of quark jets are over- 

corrected by AET = 1.2 m 1.9 GeV over the ET range of 10 to 90 GeV than those 

of gluon jets. If one uses the same correction parameters for quark and gluon jets in 

this ET region, the gluon fraction obtained from the likelihood analysis is lower than 

the input fraction by 3.4 m 4.7 % in each ET bin as listed in Table 5 and we take this 

effect as a systematic uncertainty[32]. Th ere is also an uncertainty in the jet ET due 

to the difference between ET spectra of real data and that assumed for the energy 

correction. This produces a systematic uncertainty in the gluon fraction of 3.0 N 3.7 

% in the ET range of 10 to 90 GeV. 

Another uncertainty results from different Monte Carlo generators. In the dijet 

process, the gluon fraction found by using HERWIG is higher by 2.1 % to 10.8 % than 

that found by PYTHIA in the ET range of 10 to 90 GeV. This value is consistent 

with the difference of the gluon fraction which was obtained by using jets generated 
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by HERWIG as references and jets generated by PYTHIA as analyzed samples. 

Uncertainty due to the track finding efficiency was estimated by comparison of 

the gluon fractions obtained by using different Monte Carlo references generated by 

changing the track finding efficiency in the detector simulation within the uncertainty 

of 7%. This is also discussed in the later section. In the dijet process, the uncertainty 

is less than 7 % at ET <_ 50 GeV, while an increase in the tracking efficiency of 7% 

decreases the gluon fraction by 15 % at ET = 80 to 90 GeV. A decrease in the gluon 

fraction is also observed in the “AO”+jet and “y”+jet samples if the tracking efficiency 

is increased by 7 % , though the effect becomes unclear at ET = 30 to 50 GeV in the 

“+‘+jet sample. 

The total uncertainty which was obtained from a quadratic sum of the above 

systematic uncertainties and the statistical uncertainty discussed in the preceeding 

sub-section is also listed in Table 5. The different contribution of the uncertainties 

found by different Monte Carlo generators and that in the sign to the value of gluon 

fraction is considered here. It has the largest uncertainty of 16 % at ET = 10 to 20 

GeV and at ET = 80 to 90 GeV and the minimum is found at ET = 20 to 30 GeV. 

The theoretical uncertainty due to different structure functions of MRS Dh and 

D’_ slightly increases with ET for the dijet process as shown in Fig. 7. The difference 

as a function of ET is listed in Table 5. The maximum is 1.8 % at ET = 80 to 90 

GeV. It is less than 1.5 % for the y+jet process in the ET range of 10 - 50 GeV. 

Results and Comparison with Values Obtained born Sub-process Cross Sections 

To compare the gluon fractions obtained from this moment analysis with those 

evaluated from the sub-process cross sections, the difference in acceptances of the 

detector for gluon and quark jets must be taken into account. The difference in 

efficiencies for the identification of events with gluon jets versus quark jets in the 
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final state was also corrected. The efficiencies were evaluated for each ET bin by using 

the Monte Carlo samples generated by PYTHIA and HERWIG for each process, in 

which identification of jets with quarks and gluons was unambiguously made. The 

acceptances for the dijet process are listed in in Table 6. These efficiencies were used 

to correct gluon fractions determined by the moment analysis. 

The fraction of final state gluons in the data sets are plotted in Figs. 13 and 14 as 

a function of jet transverse energy. The error bars on the gluon fraction are given by 

a set of Xi-1 and Xi+) such that x2(.X:-)) = x*(X:+)) = XRi, + 1, which shows the 

statistical uncertainty. The dot-dashed lines are the total uncertainty obtained from 

a quadratic sum of the systematic and statistical uncertainties. Figure 13 shows that 

dijet samples yield a gluon fraction of 70 % to 80 % in the ET range of 30 - 90 GeV 

by PYTHIA, consistent with the values evaluated from the sub-process cross sections 

( Fig. 7). The gl uon fraction at ET 5 50 GeV by HERWIG is higher by 10 - 15 % 

than those. 

The “r”+jet samples contain a gluon fraction of 40 % to 60 % at ET = 20 to 50 

GeV as shown in Fig. 14. The gluon fraction of the “rrO”+jet data is higher than that 

of “r”+jet by about 10 % to 30 %. Both values are slightly higher than those obtained 

from the cross sections in the r-i-jet and rotjet processes and the expected 7/7r” ratio 

in the photon candidates (See Fig. 8). However, the difference in the gluon fraction 

between r-i-jet and rotjet processes is clearly observed at ET = 30 to 50 GeV and 

consistent with the expectation. A summary plot of the gluon fraction versus ET in 

dijet and photonSjet processes is plotted in Fig. 15 with the predicted values found 

by the Monte Carlo study of PYTHIA. Here, the errors are the total uncertainty 

obtained from a quadratic sum of the systematic and statistical uncertainties. 

Evaluation of the Gluon &action from the Multiplicity As shown in Table 4, 
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the multiplicity has the largest separation power among the 10 variables. The gluon 

fraction can be evaluated by replacing in Eq.(9) the separation functions Gj, Qj 

and D; with multiplicity distributions of the corresponding samples. In Figure 16(a) 

and (c), the gluon fraction was obtained with the track finding efficiency of about 

85 % from 10 moment variables and from the charged multiplicity distributions, 

respectively. The CDF dijet events have the largest gluon fraction and the “+‘+jet 

events have the lowest value again among the three samples at &=30-50 GeV. 

However, the gluon fractions are rather higher than those obtained with 10 variables 

for all three samples. Here, the errors are the statistic uncertainty only obtained by 

a condition of x2 = XHi, + 1. 

The charged multiplicity distribution is more affected by a change in the track 

finding efficiency. As the uncertainty in the CDF track finding efficiency is 7%, we 

obtained the gluon fraction by the charged multiplicity distribution with increas- 

ing the tracking efficiency by 7%. Results are shown in Fig. 16(b) and (d). The 

gluon fractions obtained from the charged multiplicity become lower than the QCD 

predicted values at & = 30 to 80 GeV, while the gluon fraction obtained from 10 

variables are not as much affected by this change. The difference between Figs. 16(c) 

and (d) shows a large uncertainty due to the track finding efficiency when using only 

the charged multiplicity for the analysis. 

Evaluation of the Gluon Praction from Asymmetric Combination of Variables 

Except for EM fraction and the charged multiplicty, we applied a symmetric com- 

bination of 8 moment variables in the degree of power ( m = rt2 ), in k~ and kT 

and in the “mechanical” and the “electric” moments for the moment analysis. If the 

Monte Carlo generators realize the distribution of each moment variable correctly, 

we can evaluate the gluon fraction using any combination of the variables. Six sets 
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of asymmetrical combinations of 4 variables are substituted for 10 variables in the 

moment analysis, i.e. (a) the degree of power is ah m = -2, (b) all m = +2, (c) the 

transverse moments, (d) the longitudinal moments, (e) the mechanical moments and 

(f) the electric moments only. A Monte Carlo study shows that the predictability of 

the gluon fraction for above combinations is within errors of 15 % at ET 2 10 GeV. 

The resulting gluon fractions in the CDF dijet events are shown in Figure 17 

for ET = 10 to 90 GeV. Though the gluon fractions show gluon-rich behavior and 

the decrease with ET in four combinations, systematic discrepancies from the QCD 

predicted values are observed in some conbinations; much higher in (a) m = -2 and 

in (c) the transverse moments, lower in (b) m = $2 and in (d) the longitudinal 

moments. Combinations of the mechanical moments or electric moments give the 

gluon fractions close to those obtained by 10 variables. 

The discrepancies in gluon fractions between those obtained with positive and 

negative moments, and those with longitudinal and transverse moments indicate the 

difference in momentum spectra between the Monte Carlo generators and the CDF 

data. Soft (hard) charged p ar ic es t 1 contribute to the negative (positive) moments. 

Hence, if the momentum spectra of the Monte Carlo and the real data are different, 

one generally expect discrepancies in the gluon fractions. Likewise, a difference in the 

angular spread of charged particles results in the discrepancy in the gluon fractions 

obtained with the transverse and longitudinal moments. The sign of discrepancies 

shows that tracks in the CDF jets contain more softer and harder components and 

spread more than those in the Monte Carlo jets. Also, they are harder in the longi- 

tudinal moment distributions and softer in the transverse moment distributions than 

those in the Monte Carlo jets. 

Symmetrical selection of the variables in the degrees of power and the number 
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of the transverse and longitudinal moments screens off the differences and makes it 

possible to study the quark/gluon likeliness of the CDF data with the QCD prediction 

by means of the Monte Carlo samples without a detailed tuning of each variables. 

8 Conclusions 

A comparison of the jet fragmentation properties of dijet and photonSjet processes 

in up collisions at ,,6 =1.8 TeV has been made with the CDF data. We have shown 

that there is a difference in the charged particle multiplicity between jets from dijet 

and “r”+jet events. The difference is consistent with that expected from the current 

QCD-based models of jet fragmentation. 

We next performed a moment analysis of the momentum distributions of charged 

particles in the jet-rest frame. Various variables, i.e. mechanical/electric moments, 

multiplicity and EM fraction, are calculated for the CDF data and the reference quark 

and gluon jets generated by the Monte Carlo programs, PYTHIA and HERWIG . 

The moment distributions for the Monte Carlo generated jets suggest that gluon 

jets are softer and broader than quark jets, reflecting the larger color charge of the 

gluon. These reference jets were compared with CDF dijet events. Jets in the dijet 

samples show a strong preference for gluon-like behaviour. This is consistent with 

QCD predictions that the gluon jets are dominant at the low ET range of the Tevatron 

(4 =1.8 TeV). 

We have taken a statistical approach to improve the separation power, i.e., each 

jet is characterized by a separation function which is a simple sum of all log-likelihood 

functions derived from 10 different variables. This results in a larger separation power 

than that of the most effective variable. The separation functions for dijet events show 

again that the dijet data are predominantly gluon rich, while “y”+jet events are more 
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quark rich. 

The gluon fraction in a given sample was determined by fitting its separation 

function distribution to the superposition of distributions from reference samples. 

The gluon fraction in dijet data shows a slight decrease with ET and agrees with the 

QCD prediction. The “n*“+jet data show a smaller gluon fraction than that in dijet 

data by 10 % to 30 % at ET = 20 to 50 GeV. The gluon fraction of the “rr”‘+jet 

data is higher than that of the “T”+jet data by 10 % to 30 % at each ET bin, which 

is consistent with the expectation from the &CD. 

We also determined the gluon fraction using multiplicity only because of its large 

separation power in the entire ET region. The results are mostly consistent with those 

obtained by the global likelihood/moment technique, but the uncertainties are larger. 

We also observed that symmetrical combination of moment variables can reduce the 

uncertainty in the moment analysis by canceling out differences in each variables 

between the Monte Carlo and the CDF data. 
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Figure 1: The lowest order Feynman graphs for (a) the dijet processes, and (b) the 

r+jet processes. 
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Figure 2: The average x2 for the central strip chamber profiles, which represents 

the single photon likelihood, is shown by the dotted line and the dashed line for the 

simulated photon(s) events and the backgrounds ( x0,77 and K, ), respectively. The 

solid line and points show the distributions for the sum of simulated photons and 

backgrounds. The ET range is 14 - 27 GeV[21]. 



dijet 

ET(GeV) lo-20 20-30 30-40 40-50 50-60 60-70 70-80 80-90 

2102 3693 4145 6506 3712 4476 3141 1506 

“y”+jet 

ET(GeV) lo-20 20-30 30-40 40-50 

376 602 493 188 

“n”‘+jet 

ET(GeV) lo-20 20-30 30-40 40-50 

434 597 357 160 

Table 1: The number of analyzed jets in the CDF data for dijet, “y”+jet and “n”‘+jet 

processes. The number of jets in the dijet process has the maximum value at ET = 

40 - 50 GeV, which is related to the corrected trigger ET threshold of leading jets for 

two trigger samples. It is about 30 GeV for the lower trigger ET sample and 50 GeV 

for the higher trigger ET sample. Since the prescale factor of the latter sample is ten 

times smaller than that of the former sample, the decrease of the number of jets with 

ET is rather unclear in the ET range of 30 - 80 GeV. This is also seen in “y/rr”‘+jet 

sample, where the integrated luminosity of the lower trigger sample ( 10 GeV ) was 

only about 3 % of the higher trigger sample ( 23 GeV ). 
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ET 

(GW 

10 - 20 

20 - 30 

30 - 40 

40 - 50 

50- 60 

60 - 70 

70 - 80 

80 - 90 

ET 

WV) 

10 - 20 

20- 30 

30 -40 

40 - 50 

50 - 60 

60- 70 

70 - 80 

80 - 90 

PYTHIA Monte Carlo 

gluon T 
mean 

5.48f0.03 

6.67f0.03 

7.63ztO.04 

8.34f0.04 

8.77rtO.05 

9.18f0.05 

9.40f0.05 

9.6250.05 

variance 

2.08 

2.49 

2.90 

3.22 

3.45 

3.74 

3.81 

4.01 

dijet 

mean variance 

5.57f0.05 2.14 

6.63f0.04 2.61 

7.26f0.05 2.91 

7.55f0.04 3.10 

8.20f0.06 3.46 

8.20f0.05 3.58 

8.59f0.07 3.75 

8.79f0.10 3.83 

mean 

4.55f0.02 

5.13f0.03 

5.57f0.03 

5.85f0.04 

6.09f0.04 

6.35f0.04 

6.48f0.04 

6.55f0.04 

T 

quark 

CDF data 

variance 

1.79 

2.14 

2.43 

2.71 

2.88 

3.04 

3.20 

3.21 

“y”+jet 

mean 

5.3960.10 2.01 

6.32f0.10 2.53 

6.72f0.12 2.73 

7.15f0.23 3.12 

variance 

Table 2: Mean values and variances of the charged multiplicity for PYTHIA Monte 

Carlo gluon- and quark-jet, CDF dijet and “-y”+jet events. 
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Variables # Moment definition 

1 c(kTi/M)-2 

2 c(~TiI~)2 

3 C&i(kTi/M)-2 

4 C Qi(hi/M)2 

5 ET(EM)/E~(TOTAL) 

6 multiplicity 

7 c(h/jJq-2 

8 C(hLi/M)2 

9 I= Qi(JELi/M)-2 

10 C Qi(h,il~)2 

Table 3: The momnet variables used in the analysis. 
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Variables # S.P.( PYTHIA ) S.P.( HERWIG ) 

1 0.62 0.51 

2 0.26 0.25 

3 0.45 0.37 

4 3.2:: 0.27 

5 0.28 0.27 

6 0.79 0.63 

7 0.57 0.50 

8 0.42 0.40 

9 0.49 0.42 

10 0.39 0.39 

Table 4: The separation powers (S.P.) of the 10 variables used in this analysis, for 

simulated jets with ET from 30 to 40 GeV, are listed for two kinds of Monte Carlo 

generators ( PYTHIA, HERWIG ). Th e variable ID corresponds to that in Table 3. 

Statistical errors are f 0.03 for all variables. 
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1 ET(GeV) 

(6) ( % > 
L 
pGG- 

10 - 20 1 20 - 30 

-3.8 -3.4 

-3.0 -3.2 

10.3 8.4 

6.7 4.3 

$8.6 +6.4 

-12.5 -9.5 

$13.8 $10.8 

-7.8 -4.9 

-3.4 

-3.4 

10.8 

5.4 

+7.6 

-12.3 

+13.2 

-5.8 

1.2 

-3.4 

-3.3 

9.4 

7.1 

+8.8 

-12.0 

+12.8 

-7.3 

1.3 

50 - 60 

-3.8 

-3.4 

5.0 

9.0 

+10.6 

-10.5 

+11.7 

-9.2 

2.2 

60 - 70 70 - 80 80 - 90 

-3.9 -4.1 -4.7 

-3.4 -3.7 -3.6 

7.1 2.1 3.6 

13.3 9.6 14.8 

+14.4 +11.3 +16.3 

-15.2 -10.1 -15.6 

$16.1 +11.5 $16.6 

-13.5 -9.9 -15.1 

1.4 1.8 1.8 

Table 5: The systematic uncertainties in the gluon fraction of dijet process as a 

function of ET due to (1) the difference in the needed energy correction for quark and 

gluon jets, (2) the discrepancy of the ET spectrum from the real data in the energy 

correction, (3) the difference of the referenced Monte Carlo generators ( HERWIG 

to PYTHIA ) and (4) an uncertainty of the track finding efficiency. The quadratic 

sum of the systematic and statistical uncertainties for the gluon fraction found by 

using (5) HERWIG and (6) PYTHIA are also listed as a function of ET. Theoretical 

uncertainty in the gluon fraction due to the difference of the structure functions of 

MRS Db and D’_ is also shown as a function of ET in the line of (7). 
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&r( GeV) 10 - 20 20 - 30 30 - 40 40 - 50 

Gluon 0.158f0.006 0.240f0.008 0.399f0.010 0.446f0.011 

Quark 0.225f0.007 0.361f0.007 0.437f0.008 0.482f0.009 

J-h(GeV) 50 - 60 60 - 70 70 - 80 80 - 90 

Gluon 0.494f0.012 0.515f0.013 0.561f0.015 0.560f0.015 

Quark 0.520f0.010 0.526f0.010 0.542f0.011 0.537f0.011 

Table 6: The overall acceptance for quark and gluon dijet processes as a function of 

ET. The errors are from the statistics of the Monte Carlo. 
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Figure 1: The lowest order Feynman graphs for (a) the dijet processes, and (b) the 

7+jet processes. 
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Dotted line - y Samples 

Dashed line - backgrounds 

- y+backgrounds 
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Figure 2: The average x2 for the central strip chamber profiles, which represents 

the single photon likelihood, is shown by the dotted line and the dashed line for the 

simulated photon(s) events and the backgrounds ( x”,q and K, ), respectively. The 

solid line and points show the distributions for the sum of simulated photons and 

backgrounds. The ET range is 14 - 27 GeV[21]. 
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Figure 3: Distributions of jet charged multiplicity. The multiplicities for quark and 

gluon jets generated by PYTHIA Monte Carlo program are compared with those 

for CDF jets in (a) to (d). The open circles in (a) to (d) represent the observed 

multiplicities for the dijet and “r”+jet processes. In (e) and (f), multiplicities for 

the CDF dijet events(solid lines) are compared with those for the CDF “Y”+jet 

events(open circles). The ET range of jets is 20-30 GeV in (a), (c) and (e), and is 

30-40 GeV in (b), (d) and (f). 
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Figure 4: Distributions of moments for 30 < ET < 40GeV: (a) In 1 C Qi(ICTi/M)-2 1, 

(b) ln I t: Qi(bi/M)“I, (c) ln 1 I= Qi(hLi/M)-21 and (d) In 1 C Qi(kLi/M)2 1, where the 

sum is over charged tracks(i) associated with a jet, subscripts L and 2’ stand for 

moments for the longitudinal and transverse momentum components with respect to 

the jet axis, Qi is the charge of the i-th particle, and M is the jet invariant mass. The 

solid lines show the moment distribution for quark jets, the dashed lines gluon jets 

and the open circles CDF dijet data. The quark and gluon jets were produced with 

PYTHIA and HERWIG Monte Carlo programs and a CDF detector simulation. 
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Figure 5: Distributions of the electromagnetic energy fraction of jets. Solid lines are 

for quark jets, dashed lines are for gluon jets, and open circles represent CDF dijet 

data. The ET range of jets is 30-40 GeV in (a) and 40-50 GeV in (b). 
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Figure 6: Distributions of moments as described in Figure 4 for 40 < ET < 50GeV. 
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Figure 7: The gluon jet fraction for jets with 1~1 < 0.7 obtained from sub-process 

cross sections for the QCD dijet and 7+jet processes, as a function of jet transverse 

energy (ET). The PYTHIA Monte Carlo programs and a library of parton density 

functions[34] are used with structure functions by MRS Db and D’_ [33] using the 

QCD scale parameter AQCO(N~ = 4) = 215 MeV. L ines are drawn to guide the eye 

by a smooth fit through the data. 
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Figure 8: The gluon fraction in the HERWIG Monte Carlo QCD dijet samples which 

passed the event selection cuts for the real photonSjet data are shown as a function 

of ET of the jet by open circles. The expected gluon fractions given in Eq. (3) for 

the CDF ‘+r”“+jet and “r”+jet events are also shown by cross and square points, 

respectively. Dotted and dashed lines are drawn to guide the eye by a smooth fit 

through the data. 
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Figure 9: In (a) and (b), se aration function distributions for simulated jets generated p 

with the PYTHIA and HERWIG Monte Carlo programs are compared with those for 

CDF jet data in the range 30 < ET < 40 GeV. Open circles in (a) show the CDF 

dijet data, and those in (b) the CDF “r”+jet data, respectively. In (c), the CDF 

dijet data( solid lines) are compared with the CDF “-y”+ jet data(open circles). 



dijet (HERWIG) 
30<E~<40 GeV 

0 0.2 0.4 0.6 0.8 1 

Xg ( Gluon Fraction as a Fitting Parameter ) 

Figure 10: x2 found by Eq. (9) versus the fitting parameter X, at ET = 30-40 GeV. 

Referenced and analyzed jets are identical with those used in Fig. 11. Each line in 

the figure coresponds to the ratio of gluon jets in the analyzed sample of 0%, 25%, 

50%, 75% and loo?’ f o rom left to right, respectively. X, at the minimum value of x2( 

x~i, ) is used to estimate the gluon fraction in the analyzed sample. The errors are 

obtained from a condition x2 = xl;, + 1. 
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Figure 11: A Monte Carlo study of predictability of the gluon fraction found by the 

moment/likelihood analysis using mixed gluon and quark jet samples of known ratio. 

The referenced and analyzed jets were generated by the HERWIG Monte Carlo for 

dijet events: (a) in 20 < ET < 30, (b) in 30 < ET < 40, (c) in 40 < ET < 50 and (d) 

in 50 < ET < 60. 5000 jets per point were used in the reference jet sample and 1000 

jets in the analyzed jet sample. The X coordinate shows the input gluon fraction and 

the Y coordinate the gluon fraction obtained in the analysis. The errors are obtained 

from a condition x2 = x~i, + 1. 
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Figure 13: The gluon fraction in the dijet event sample obtained by the mo- 

ments/likelihood method. The points are plotted at the mean value of ET in each bin. 

The calculation of the fraction has been carried out using Monte Carlo event samples 

as reference quark and gluon jets, which were generated with (a) HERWIG and (b) 

PYTHIA, and simulated with a CDF detector simulator. The error bars show the 

statistical uncertainty obtained from a condition x2 = xl;, + 1 and the dot-dashed 

lines shows the total uncertainty obtained from a quadratic sum of the systematic 

and statistical uncertainties. 



(%I \ 
100 - 

(a) Ji”Z~-----4~HHd 

g - ‘\ 
.I+ 4 
ii : . N-5 I 1 i 

Lk -. i 

‘\ 
‘\ _ - “-,- 

--. 

$ - 

*\ 
‘\ 1 

* -IT . ‘I 

‘\ 
‘\ 

i3 
‘\ 

X 9r”“+jet 
‘\ P -. 

0 10 20 30 40 50 60 

ET (GeV) 

(%)I \ . 
\ 
\ 

i 

\ 
‘\ \ 

‘\ -WV--- ed@ 

‘\ 

% 

‘\ 
‘\ 

f 1 
--- -et-, 

“bX.’ 
).C’-.\ 

‘\ 
‘\ 

* !I 
. 

.N 

Yr”“+jet 
*-. 

0 10 20 30 40 50 60 

ET (GeV 

Figure 14: The gluon fraction in the “r”+jet and “n’“+jet event samples obtained 

by the moments/likelihood method. The plotted mean values of ET are shifted by 

$1 GeV in the n’+jet events and by -1 GeV for in the r/r’+jet events to distin- 

guish them for reader’s convenience. The error bars show the statistical uncertainty 

obtained from a condition x2 = xl;, + 1 and the dashed and dot-dashed lines show 

the total uncertainty in the “n”“+jet and “T”+jet samples, respectively. 
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Figure 15: A summary plot of the gluon fraction in the dijet, “n”‘+jet and “y”+jet 

event samples by the event generator PYTHIA. The points are obtained for the CDF 

data by the moments/likelihood method, and the errors are the total uncertainty 

obtained from a quadratic sum of the systematic and statistical uncertainties. The 

solid, dashed and dashed-dot lines show the Monte Carlo predictions for dijets with 

structure functions by MRS D’_, ‘%r”‘+jet and “r”+jet events, respectively. 
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wo 

CJ 

respectively, for the Monte Carlo simulation of the reference samples. The points are 

plotted at the mean value of ET in each bin. The errors are obtained from a condition 

x2 = xi;, + 1. 
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Figure 17: The gluon fraction in the CDF dijet data determined with different com- 

binations of four moment variables in Table 3. The points are plotted at the mean 

value of ET in each bin. The errors are obtained from a condition x2 = xl;,, + 1. 


